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Graphs

Graph: nodes linked by edges.

� = (+, �)

+ = {1, . . . , =}, � ⊂ + ×+

Undirected graph:

(8 , 9) ∈ �⇒ (9 , 8) ∈ �

Adjacency matrix:

�8 9 =

{
1 if 8 ∼ 9
0 otherwise
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The Stochastic Block Model
Models graphs w/ communities.

= nodes

 communities

Size parameters �

/8 = label of node 8

P(/8 = :) = �:

Communities {Ω:}:=1,..., 

Connectivity parameters Γ

P(�8 9 = 1|/8 = :, / 9 = ;) = Γ:;
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Motivation for Robustness

Classical Estimation

Studies /̂(�), Γ̂(�) with (/, �) ∼ SBM=, (�, Γ).

What if the data does not come exactly from the model?

Robust Estimation

Studies /̂(�̃), Γ̂(�̃) with

(/, �) ∼ SBM=,:(�, Γ)
Corruption
−−−−−−−−→
�= nodes

�̃
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Motivation for Robustness
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Previous Work for Robust SBM

On estimating /:
I Spectral methods: spectrum of �̃ or related matrices.

Faster, “less robust” [Stephan and Massoulié, 2019].
I SDP methods: “more robust”, computationally

expensive [Cai and Li, 2015, Ding et al., 2023].

On estimating Γ:
I Filtering: for Erdős-Rényi ( = 1) graphs [Acharya et al., 2022].

Question:

How to robustly estimate Γ for  > 1?
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Filtering for Erdős-Rényi Model ( = 1)

Idea: filter out “bad” outliers⇒ find a “good” subgraph (.
[Diakonikolas et al., 2019]

I 1st) Error bound: for any ( ⊂ + ,

|? − ?̂( | .
‖�( − ?̂(‖op

=

where �( restriction of � to ( and ?̂( =
(∑

8 , 9∈( �8 9
)
/|( |2.

I 2nd) Optimizing the bound: let �max be the top eigenvalue of
�( − ?̂( and E eigenvector of �max. Removing 8 ∼ (E2

9
)⇒

w.h.p. ‖�( − ?̂(‖ ≈
√
=.
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Filtering for the SBM ( > 1)

Additional complexity: communities⇒ ( = (1 ∪ . . . ∪ ( .

I 1st) Error bound: denote ℐ the set of inliers. Then,

‖Γ − Γ̂‖1 .
‖�( − &̂(()‖op

min1≤:≤ |Ω: ∩ (: ∩ ℐ|
(1)

where Γ̂ =
(∑

8∈(: 9∈(; �8 9
)
/|(: | |(; | and &̂(()8 9 = Γ̂((8)((9).

I 2nd) Optimizing the bound:
I Now E places weight on outliers or misclassified nodes.
I Removing outliers is still good.
I Removing a misclassified node→ unclear.
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Failure of Filtering for  > 1
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SubSearch: Subgraph Search via S.A.

We propose exploring the space S of all subgraphs ( ⊂ � of
size (1 − �)=, in search of a minimizer of 2(() = ‖�( − &̂(()‖.

I Start with a high enough “temperature” )0.
I (candidate is proposed by swapping random nodes
8 ∈ (current and 9 6∈ (current.

I (candidate is accepted with probability min (1, exp (∆/)C)),
where ∆ B 2((current) − 2((candidate).

I Temperature is decreased as )C+1 = 2)C , where the cooling
rate 2 ≈ 1.
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Numerical Results
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Numerical Results
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Numerical Results
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Take Away & Perspectives

Take Away:

I Error bound of Equation (1)⇒ objective function for
robust estimation.

I Filtering is “greedy” and tries to remove worst node at
each step⇒ bad solutions!

I We propose an algorithm with exploration to search for a
“good” solution.

Perspectives:

I Actual robustness guarantees?

I Faster (non-asymptotic) convergence guarantees?
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